MATH 309: Homework #2

Due on: April 15, 2016

Problem 1 Jordan Normal Form

For each of the following values of the matrix A, find an invertible matrix P and a
matrix N in Jordan normal form such that P~'AP = N.

(a) (f)

11 00 24
AZ(O 1) A=[10 2
1 -5
(b) @
1 -1 g
A:(l 2) 00 —1
A=110 =3
(c) 01 -3
1 1
a=(4 1) m
00 —2
(d) A= 1 0 3
0 1 01 0
=(1 %)
(i)
© 1 -1 0
0 1 A= 4 3 o0
A:(1_2) 6 -3 1

Solution 1.

(a) The matrix A is already in Jordan normal form, so we can take P = I and N = A.

(b) The characteristic polynomial is p4(z) = x?—3x+3. The eigenvalues are therefore
(3/2)+iv/3/2. Therefore the matrix is diagonalizable, eg. its Jordan normal form
N will be a diagonal matrix. Finding an eigenvector for each eigenvalue, we get

—1/2) +iv3/2 (—1/2) —iV/3/2 (3/2) +iVv3/2 0
e A ()
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()

The characteristic polynomial is p4(z) = 2*—2x+2. The eigenvalues are therefore
1 + 4. Therefore the matrix is diagonalizable, eg. its Jordan normal form N will
be a diagonal matrix. Finding an eigenvector for each eigenvalue, we get

i i (140 0
P=(40) v=(" %)

The charcteristic polynomial is p4(z) = 22+ 22— 1. The eigenvalues are therefore
—1 4 /2. Therefore the matrix is diagonalizable, eg. its Jordan normal form N
will be a diagonal matrix. Finding an eigenvector for each eigenvalue, we get

P:(H1\/§ 1_1\/5)’ N:(_lgﬁ —13\@)

The characteristic polynomial is p4(z) = 2% + 2x + 1. The eigenvalue is —1 with
algebraic multiplicity two. However the geometric multiplicity is one and so N
will be a 2 x 2 Jordan block N = J,(—1). Note that any nonzero vector in R?
will be a generalized eigenvector, since (A — (—1)I)? = 0. Note that ¢ = ((1)) is
not an eigenvector of A, and so it must be a generalized eigenvector of rank 2.
This means that

&= (A~ (~1)I)5 = G)

is an eigenvector of A with eigenvalue —1. Thus we may take

po(14), wesn=(3 1)

The characteristic polynomial of this matrix is ps(z) = —2® — 52 + 22 + 24 =
—(x —2)(x 4+ 3)(z +4). The eigenvalues are therefore 2, —3, —4. The matrix is
therefore diagonalizable, eg. its Jordan form N will be a diagonal matrix. Finding
an eigenvector for each eigenvalue, we get

12 -8 —6 2 0 0
P=1 7 2 1 N=|0 =3 0
1 1 1 0 0 -4
The characteristic polynomial of this matrix is pa(z) = —2% — 32> = 3z — 1 =

—(x + 1)3. The eigenvalue is therefore —1 with algebraic multiplicity 3. We
calculate the corresponding eigenspace
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Therefore the geometric multiplicity is 1. It follows that the Jordan normal form
of Ais a 3 x 3 Jordan block N = J3(—1). We find a generalized eigenvector of
rank 2 by solving

1
(A-(-1D)v=| 2
1
A solution is
1
v=1 1
0

We also need a generalized eigenvector of rank 3 in this case, which we obtain by
solving the equation

1
(A= (-1))v = 1
0
A solution is
1
v=1| 0
0
Putting this all together, we have
1 11 -1 1 0
P=1210|,N=Jy(-1)= 0o -1 1
1 00 0 0 -1

The characteristic polynomial is pa(z) = —2% + 3z — 2 = (z — 1)*(z + 2). We
calculate the corresponding eigenspaces

1
E_5(A) = span -2
1
2
E,(A) = span -1
-1

In particular, this shows that 1 has algebraic multiplicity two but geometric
multiplicity 1, and so we must still find a generalized eigenvector of rank two
with eigenvalue 1. We can do this by solving the equation

2
(A-W)Di=| -1
—1

A solution is given by

<y
Il
[\
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Putting this all together we have

12 0 -2 00
P=1 -2 -1 -2 ], N= 0 11
1 -1 -1 0 01
(i) The characteristic polynomial of A is ps(z) = —(z — 1)3, and therefore we have
the eigenvalue 1 with algebraic multiplicity three. Furthermore, we calculate the
eigenspace
1 0
E,(A) = span -2 1, 0
0 1

Therefore the geometric multiplicity of 1 is two. This means that we need to find
a generalized eigenvector of rank 2. How can we do this? We can try to solve

but again this has no solution. What’s the deal? The answer is we need to
choose the “right” basis for the eigenspace F1(A). The way to do this is to find a
generalized eigenvector first, and then find the regular eigenvectors after. Finding
a generalized eigenvector is easy, actually. One may check that (A — (1)1)? = 0,
and therefore every nonzero vector in R? is a generalized eigenvector of A with
eigenvalue A. Choose any one that is not already an eigenvector of A, say

Then we know that ¢ is a generalized eigenvector of A, and therefore must have
rank 2. Now if we define w by

-2
we=(A- ()= 4
—6
then  is an eigenvector of A with eigenvalue 1. Finally if we choose any other
0
eigenvector € to complete a basis for E1(A) (e.g. €= [ 0 | but it doesn’t matter
1
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which), we have the three vectors which will work as the column vectors for P:

—2 1 0 110
P=@Evw)=( 4 oo |, N=[010
—6 0 1 001

Note here that the positioning of the column vectors in P is delicate and impor-
tant. The generalized eigenvectors corresponding to a particular Jordan block
need to be positioned in order of increasing rank.

Problem 2 Matrix Exponential

For each of the values of the matrix A in the previous problem, determine the value
of exp(At)

Solution 2.

(a) We have the same eigenvalue 1, repeated twice, so

exp(At) = (I + (A — D)) = ( %t t:f >

(b) We have two complex eigenvalues a 4 ib for a = 3/2 and b = v/3/2, and therefore
exp(At) = eB/2 cos((V3/2)t)] + 6(3/2”%(,4 — (3/2)I) sin((V/3/2)t)

_ ( eG/2)t cos((v/3/2)t) + (—1/v/3)e®/ D sin((V3/2)t) (=5/v/3)e/D sin((v3/2)t) )
- (—1/v/3)el®/2 sin((V3/2)t) e/t cos((V3/2)1) + (1/v/3)e/ 2 sin((v/3/2)1)

(c) We have two complex eigenvalues a + ib for a = 1 and b = 1, and therefore

exp(At) = e’ cos(t)] + e'(A — (1)I) sin(t) = ( —ete'?(s)lsrfz) :z 21)227155)) )

(d) The eigenvalues are real and distinct, given by 1 = —1 ++v/2 and r, = —1 — /2
and therefore

exp(At) = ——— VA _ (21— VB)T) — —_ oIV A (—1 4 VD))

2V/2 21/2
1 [ (14 V)1V (1 = (/2)e(-1-V) S(—1HV2)E _ (—1—V3)t
2 el — o1V (1 + V2TV (-1 — R)el- 1oV

(e) The eigenvalue of A is —1 repeated twice. Therefore

e t+tet —tet
te~t et —te?

exp(At) = e (I + (A = (=1)])t) = (
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(f)

(i)

The eigenvalues of A are ry = 2,79 = —3,r3 = —4. These are all distinct, so by
Sylvester’s formula we have that
1
exp(At) = ™! A—rol)(A—r3l
p(At) s T 7“3)( 2oI)(A —r3l)
1
+ et A—riI)(A—r3l
(7“2—7'1)(7”2—7”3)( ! )( 3)
1
+€T3t (A—T’ll)(A—TQI)

(rs —r1)(rs —r2)

= 3—1062t(A +3I)(A+41) — %e?’t(A —2I)(A+4I) + 64%@4 —2I)(A+3I)

Calculating this we get the matrix
( (12/30)e? + (8/5)e =3t — (6/6)e~4  (24/30)e?* — (24/5)e =3t + (24/6)e3t  (48/30)e?! + (72/5)e~3! — (96/6)e

(7/30)e% — (2/5)e=3t + (1/6)e~ 4 (14/30)e + (6/5)e 3 — (4/6)e=3t  (28/30)e?® — (18/5)e 3" + (16/6)e™
(1/30)e? — (1/5)e=3t + (1/6)e=4 (2/30)e? + (3/5)e=3t — (4/6)e3¢ (4/30)e? — (9/5)e =3t + (16/6)e >

The eigenvalues of this matrix are all —1 (repeated three times). Therefore
1 1+t+ 482 —4t? —t 4 5t°
exp(At) = e’t(I+(A—(—1)I)t+§(A—(—l)])2t2) =et t+t2 1+t —t2 =3t+t?
512 t—1 1-2t4 12

The eigenvalues of this matrix are —2, and 1 twice repeated. We calculate the
matrix exponential using the Jordan normal form found in Problem 1 part (h).
To remind ourselves, P~'AP = N with

1 2 0 —2
P=| -2 -1 =2 N =
1 -1 -1

Y

From this we have
exp(At) = Pexp(Nt)P™!

where
e 0 0
exp(Nt) = 0 e te
0 0 €

Therefore since
1/9 —=2/9 4/9
Pt=1| 4/9 1/9 -2/9
-3/9 —-3/9 —-3/9

the answer is P exp(Nt)P~!, the calculation of which we leave to the reader.
In this case the eigenvalues of A are 1 (repeated three times). Therefore

1 1-2t —t 0
exp(At) = e (I + (A — (1))t + = (A — (1)I)*?) = ¢ 4 142t 0
2 6t -3t 1
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Problem 3 Fundamental Matrix

Find a fundamental matrix for each of the following systems of equations

(a)

Solution 3.

r=x+y

y=x-y

y=z—y

¥=x+y
y = 4dx — 2y

/

y=z-y

(e)

(a) We write the equation in the form ¢'(t) =
Therefore we get that

U(t) = exp(At) = % (

(b) We write the equation in the form /(t) = Ay(t). The eigenvalues are —1 + 2i.
Therefore we get that

U(t) = exp(At) = ( (

(1+2)eV? — (1 -

eVt _ o

AF(t).

V2t

et cos(2t)
1/2)e " sin(2t)

¥=x—y
y =5z — 3y
¥ =3r — 4y
y=x-y
¥ =4x — 8y
y = 8x — 4y

The eigenvalues are 4+/2.

V2)e V2
(—1+v2)eV? — (=1 — V2)e V*

—2¢~" sin(2¢) )

e cos(2t)

e\/it

e V2

(c) We write the equation in the form ¢'(t) = Ay(¢). The eigenvalues are 2 and —3.
Therefore we get that

w(t) =exp(1t) = £ ( g

(d) This is a repeat of (b)

462t + 673t

46—315

e

2t

_ Bt
€2t +46_3t
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(e) We write the equation in the form ¢'(t) = Ag(t). The eigenvalues are —1 =+ i.
Therefore we get that

et cos(t) + 2e " sin(t) —e~'sin(t)
() = exp(At) = ( 5e ! sin(t) et cos(t) — 2e ! sin(t) )

(f) We write the equation in the form 3/(¢) = Ay(t). The eigenvalues are 1, repeated
twice. Therefore

U(t) = exp(At) = e (I + (A—1)t) =€ ( el 4 2te’  —Ate! )

te! et — 2tel

(g) We write the equation in the form i/(t) = Aj(t). The eigenvalues are +4v/3.
Therefore

U(t) = exp(At) =

1 [ (44 4y3)etV3 — (4 — 44/3)e 431 —8eV3t | ge— V3
8v/3 8etV3t — ge~ V3t (—4 +4v3)eV3 — (—4 — 4y/3)e Y

Problem 4 Matrix Sine and Cosine

NOT GRADED; DO NOT NEED TO DO
Let A be an n x n matrix. This problem concerns the matrix valued functions sin(At)
and cos(At).

(a) Show that < sin(At) = A cos(At)
(b) Show that £ cos(At) = —Asin(At)
(c) Let 0, € R™. Show that
y(t) := cos(At) - U+ sin(At)w
is a solution to the differential equation

j'(t) = —A%().

Solution 4.

(a) We rely on the definition of matrix sine and matrix cosine. Recall that they are
defined in terms of the Taylor series

s 1" 1 1 1
At — —A2n+1t2n+1 At A3t3 A5t5 A7t7
sin( nz 2n + 1) ¢t T 7l
- 1 242 1 4,4 1 646
cos(At) Z ]—§At +IAt—aAt+
g [ !
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When we take the derivative:

d . . 3 3.2 5 544 7 746
1 1 1
= A— A+ A — AT+
SRR gt T

1 1 1
:Aa—ﬁﬁﬁ+$##—aﬁﬁ+”J:Amwm.

(b) When we take the derivative:

d _ 200, 4 a6 s
dtcos(At)—O—EAt+4!At —6!At +...
1 1
_ g2 43 L 4645
= At+3!At 5!At+...

1 4,4 1 ,
:ﬂMM—gm#+§Mﬁ—“J:ﬂ%mmw

(c) Using (a) and (b), we calculate
7(t) = —Asin(At) - 0+ Acos(At)w
and also
§'(t) = — A% cos(At) - v — A?sin(At)w = —A*(cos(At) - v +sin(At) -0) = —A%jf(t).

Therefore §/(t) satisfies the differential equation.

Problem 5 Second-order differential equations

NOT GRADED; DO NOT NEED TO DO
Consider the differential equation

y'(t) + by'(t) + cy(t) = 0. (1)

If we make the substitution, z(t) = y/(f), then we may rewrite Equation (1) as a
system of two first-order equations

(1) == ()
{Z%t) — —ey(t) — ba(t) 2)

(a) Show that the characteristic polynomial of Equation (1) is the same as the char-
acteristic polynomial of the matrix associated with the linear system in Equation

(2).
(b) Find the fundamental matrix of the system in Equation (2) when b =5 and ¢ =4

(c¢) Find the fundamental matrix of the system in Equation (2) when b = 2 and ¢ =5
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(d) Find the fundamental matrix of the system in Equation (2) when b = 2 and ¢ = 1.

(e) For (b)-(d), explain how the fundamental matrix you found corresponds to the
general solution of Equation (1).

Solution 5.

(a) The characteristic polynomial of Equation (1) is defined to be x? + bz + ¢. The
matrix associated with Equation (2) is

()

which has the characteristic polynomial 2% + bz + ¢ (which is the same!).

(b) When b =5 and ¢ = 4, then the eigenvalues of A are —1 and —4, and therefore
the fundamental matrix is

1 do—t — it et — ot
U(t) = exp(At) = 3 ( _det 4 4ot et 4 4e4t >

(¢) When b = 2 and ¢ = 5, then the eigenvalues of A are —1 £ 2, and therefore the
fundamental matrix is

e tcos(t) + (1/2)e " sin(t) (1/2)e " sin(¢)
() = exp(At) = ( (=5/2)e" sin(t) e~ cos(t) — (1/2)e~" sin(t) )

(d) When b = 2 and ¢ = 1, then the eigenvalues of A are —1 repeated twice, and
therefore the fundamental matrix is

et +tet te™?
\I'(t) = eXP<At) = ( _tet et _ tet )

(e) In each case, the top two entries of the fundamental matrix form a fundamental
set of solutions to Equation (1). In case (b), the two roots are real, and the fun-
damental set of solutions we get consist of exponentials with these coefficients. In
case (c), the roots have an imaginary component which determines the frequency
of the sine and cosine terms in the solution, just like back in Math 307. In the last
case, we have a repeated root, and the solution that we get has e* and te* just
like we learned to expect from our study of second-order differential equations.
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Problem 6 A Zombie Outbreak

A zombie outbreak occurs in the isolated country Fictionland. Assume that the
human per-capita birth rate in Fictionland is 0.013 and the per-capita death rate of
humans is 0.008. The zombie outbreak leads to the conversion of humans to zombies
at a rate of 0.003z(t), where z(t) is the zombie population of Fictionland at time t.
Humans also destroy the zombies at a rate of dh(t), where h(t) is the population of
humans in Fictionland at time ¢. Assuming that at time ¢ = 0, there is an equal
population of humans and zombies. For which values of d does the human population
eventually die out?

Solution 6. To set up this problem, we must figure out differential equations de-
scribing the rate of change of the human and zombie populations as a function of
time. The main idea is

dh
— = (rate in) — (rate out)
dt
and similarly for Z—f. What is the rate in for humans? The only way more humans

appear is by being born. Therefore the rate in is 0.013h. The way that humans leave
the system is by dying or being zombified. Therefore the rate out is 0.008h + 0.003z,
and we may write

dh
pri 0.013h — (0.008h 4 0.003z) = 0.005h — 0.003z.
In a similar way, we find
dz
— = —dh +0. :
7 + 0.0032

In terms of matrices, this says:

X h 0.005 —0.003
<zf)_A(z>’ A‘( —d  0.003 >

Moreover, our initial condition is h(0) = 2(0) = ¢ for some positive constant c.
For what values of d will the human population never die out? Well, the human
population will die out if h(t) ever reaches 0. When can this happen?

Let’s examine the eigenvalues of A. The characteristic polynomial of A is

pa(z) = 2% — 0.008x + 0.003(0.005 — d).

The roots are therefore

1
5 (0.008 + 1/0.0082 — 4% 0.003 # (0.005 — d))

Therefore if the quantity inside the radical is positive, then 0 is an unstable node or a
saddle, and either way this forces the human population to shoot off toward infinity
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— in particular the humans survive. If the quantity inside the radical is negative,
then the origin is an unstable spiral. In this case, the solution traces a curve that
rotates around the origin — in particular h(t) will drop to zero at some point. The
quantity in the radical is positive if and only if d > —(1/3000), and for these values
of d the human population survives. [The argument actually requires a little more
elaboration, but this is good enough for full credit.]

Problem 7 Uniqueness of Fundamental Matrix

Let A(t) be a matrix continuous on the interval («, 3). Show that if W(¢) and P(¢)
are two fundamental matrices for the equation

J(t) = A@®)y(t)

on the interval (o, ), then there exists a (constant) invertible matrix P so that
O(t) = U(t)P.

Solution 7. This is a tricky problem again — its solution will also be extra credit.
Let U(t) and ®(t) be two fundamental matrices for the equation, and choose ¢, €
(a, B). Set P = U(ty)'®(ty). Then ®(tg) = ¥(ty)P. Moreover, the column vectors of
®(t) and W(t) are solutions to ¢ (t) = A(t)y(t) (because they must form a fundamental
set of solutions). The value of the first column of ®(¢) at t = ¢, agrees with the value
of the first column of U(¢)P at t = t,. Therefore they both satisfy the same initial
value problem, and by the Existence and Uniqueness Theorem this guarantees that
they are equal for all ¢ in the interval («, 5). The same argument in fact applies to
the second column of each fundamental matrix, as well as the third, etc. Therefore
O (t) = W(t)P for all values of t.

Problem 8 Nonhomogeneous Equations

For each of the following, find the general solution.

(a) (c)
¥ =2r—y+e ¥ =2z — by — cos(t)
y =3r—2y+t Yy =x—2y+sin(t)

(b) (@)
{ ¥ =r+y+e™

{ ¥ = —dx+ 2y +t3
Yy =4dx — 2y — 2¢t

/

y =2x—y—t7?
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